
Clémentine Fourrier

Hugging Face

Clémentine Fourrier

Panorama of LM evaluations 

clefourrier Spring 2025
1



Clémentine Fourrier

Introduction
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Language models - capabilities

ICML Tutorial 2024 - Challenges in LM Evaluation3
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Model builders

- best training method
- non-regression
- risks/costs

Users

- best model for X
- hype vs trust

Field

- capabilities
- direction

Why is evaluation important?
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How to evaluate
Automatic benchmarks
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How do you evaluate a language model automatically?

Input from a
dataset

(e.g MMLU)

Model
generates a prediction
(e.g words, probabilities)

Score the prediction
with a metric

(e.g accuracy, exact match, 
BLEU, ROUGE, …)
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How do you evaluate a language model automatically?

Input from a
dataset

(e.g MMLU)

Model
generates a prediction
(e.g words, probabilities)

Score the prediction
with a metric

(e.g accuracy, exact match, 
BLEU, ROUGE, …)

https://huggingface.co/blog/open-llm-leaderboard-mmlu7
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2 ways to get a prediction
Probabilities based evals:
- constrain the evaluation space
- good for small models

https://huggingface.co/blog/open-llm-leaderboard-mmlu8
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2 ways to get a prediction
Generation based evals:
- closer to real world use cases
- harder to score

https://huggingface.co/blog/open-llm-leaderboard-mmlu9
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Scoring a free form prediction
In context learning/providing examples/few-shot

https://huggingface.co/blog/open-llm-leaderboard-mmlu10
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Scoring a free form prediction
Prompt for a format

GAIA: https://arxiv.org/pdf/2311.1298311
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Scoring a free form prediction
Constraining the output with structured text generation

https://blog.dottxt.co/coalescence.html

{
    "name": "John"|"Paul",
    "age": 20|30
}
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Scoring a free form prediction
Improving answer extraction with smart parsing

Example: MATH dataset

Answer should follow:
“Final answer is [ANSWER]. 
I hope it is correct.”

https://huggingface.co/blog/math_verify_leaderboard13



Clémentine Fourrier

Scoring a free form prediction
Improving answer extraction with smart parsing 

https://huggingface.co/blog/math_verify_leaderboard14
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How do you evaluate a language model automatically?

Input from a
dataset

(e.g MMLU)

Model
generates a prediction
(e.g words, probabilities)

Score the prediction
with a metric

(e.g accuracy, exact match, 
BLEU, ROUGE, …)

Should:
- Reflect your use case
- Be unseen :/
- Be unsaturated

https://github.com/huggingface/evaluation-guidebook/blob/main/contents/automated-benchmarks/some-evaluation-datasets.md
https://huggingface.co/evaluate-metric
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How do you evaluate a language model automatically?

Input from a
dataset

(e.g MMLU)

Model
generates a prediction
(e.g words, probabilities)

Score the prediction
with a metric

(e.g accuracy, exact match, 
BLEU, ROUGE, …)

Should:
- Reflect your use case
- Be unseen :/
- Be unsaturated

Inspect:
- Questions: MMLU -> MMLU-(Redux/Global/Pro)
- Process: Experts > Annotators > MTurkers

https://github.com/huggingface/evaluation-guidebook/blob/main/contents/automated-benchmarks/some-evaluation-datasets.md
https://huggingface.co/evaluate-metric
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How do you evaluate a language model automatically?

Input from a
dataset

(e.g MMLU)

Model
generates a prediction
(e.g words, probabilities)

Score the prediction
with a metric

(e.g accuracy, exact match)

Pros: 
- consistency, reproducibility
- limited cost
- understandability of metrics

Cons: 
- hard to evaluate real life use cases

- chat models - 2022
- reasoning models - 2025

- contamination
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How to evaluate
Automatic benchmarks: Unit testing
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Unit testing 

Input from a
dataset

(e.g HumanEval, IFEval)

Model
generates a prediction

(words)

Prediction must
satisfy a condition

(e.g pass a test)
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Unit testing for language

Input from a
dataset

(e.g HumanEval, IFEval)

Model
generates a prediction

(words)

Used for code models:
- passing unit tests

IFEval:
- unit tests for language

https://arxiv.org/abs/2311.07911

Prediction must
satisfy a condition

(e.g pass a test)
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How to evaluate
Human evaluations
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How do you evaluate a language model with humans?

Input from a
human

(sometimes from a 
dataset)

Model
generates a prediction

(words)

Score the prediction
with a human

(e.g grade, preference)
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Vibe check

- getting a feel
- testing on your use 

case

How do you evaluate a language model with humans?

Systematically

- strict guidelines
- paid annotators

Arena

- vibe-checks at scale
- edge case discovery
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How do you evaluate a language model with humans?

How many r in strawberry?
9.11 and 9.9, which is larger?
Draw me a unicorn in tikz/latex/…

Posts on X24
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How do you evaluate a language model with humans?

https://lmarena.ai/25
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How do you evaluate a language model with humans?

- biased (first impression, 
assertiveness, self 
preference, …)

- easy to game
- subjective/unreproducible
- not too costly26
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How do you evaluate a language model with humans?

Keep in mind
- simple is better
- remove unnecessary 

info/simplify to reduce bias
- independent work of 

annotators
- consistent guidelines
- consider hybrid annotations

https://aclanthology.org/2024.cl-3.1/

- costly
- can fit a specific use case
- but beware of bias still
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How to evaluate
Model as a judge
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How do you evaluate a language model with a model?

Input from a
dataset

Model
generates a prediction

(words)

Score the prediction
with a model

Requirements:
- dataset
- precise prompt
- good enough judge model

29
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How do you evaluate a language model with a model?

Input from a
dataset

Model
generates a prediction

(words)

Score the prediction
with a model

Pros:
- scalable
- cheaper
- reproducible if you use OSS
Cons:
- filled with hard to debug hidden biases
- need to evaluate your evaluator

Requirements:
- dataset
- precise prompt
- good enough judge model

30
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How do you evaluate a language model with a model?
Bias, bias everywhere

- Self preference bias
- Position bias
- Verbosity bias
- Format bias
- Lack of internal consistency31
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How do you evaluate a language model with a model?
Bias, bias everywhere (blindness to perturbation, inability to score on a scale)

https://x.com/aparnadhinak/status/1748368364395721128/photo/1

https://github.com/LeonEricsson/llmjudge/blob/main/README.md
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How do you evaluate a language model with a model?
- Lack of internal consistency -> judge multiple prompting
- Self preference -> using a jury
- Inconsistent score ranges -> asking to justify the score, providing the scale in 

the prompt
- Position bias -> switching positions randomly
- Verbosity bias -> normalize the score with the length 
…

https://eugeneyan.com/assets/llm-eval-tree.jpg33
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Evaluation in practice

34
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Model builders

- best training method
- non-regression
- risks/costs

Users

- hype vs trust
- best model for X

Field

- capabilities
- direction

Why is evaluation important?
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Slides from this section are by Guilherme Penedo, of the FineWeb team at HF

Evaluation in practice
Finding high-signal evaluation for training

36
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High-signal: monotonicity
Rationale: We should see learning as training progresses

Measure: Spearman rank correlation between steps and score
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High-signal: low noise
Rationale: Score differences should not be caused by evaluation noise

Measure: SNR = (avg score / std_dev); with std_dev coming from diff seeds of “noisy” data

38



Clémentine Fourrier

High-signal: above random
Rationale: Can not conclude anything if the model has random performance [for pretraining ablations!]

Measure: Max distance to RB in std_dev; with std_dev coming from diff seeds of “noisy” data

39
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High-signal: ordering consistency
Rationale: We want to generalize to larger scales, pre-condition for that is stable ordering at the experiment scale

Measure: Kendall-tau for every consecutive step pair

40
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Evaluation in practice
Cutting through the hype, or why you can’t 

reproduce scores of the latest release

41
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Task specific issues

Not using the same metric
- probability vs generation metric
- normalisation of outputs (numbers, punctuation, …)
- actually reporting different metrics

https://github.com/EleutherAI/lm-evaluation-harness/blob/main/lm_eval/tasks/mmlu/generative/
_default_template_yaml

“Corrected” gemini announcement, PSchmid, X 42
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Task specific issues

Not using the same parameters
- for generation

- temperature
- termination management (token, length)

- for the model
- randomness seeds
- batch size
- weight precision

43
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Prompt specific issues

Prompting method and model types: LM > Chat > Reasoning models

https://arxiv.org/abs/2405.1478244
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Prompt specific issues

Sensitivity to prompt format

https://arxiv.org/abs/2310.1132445
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Prompt specific issues

Sensitivity to the prompt format or few shot ordering

https://huggingface.co/blog/evaluation-structured-outputs46
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Evaluation in practice
Comparing models in the open: 

leaderboards
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Open LLM Leaderboard: 13K models over 2 years

https://huggingface.co/open-llm-leaderboard/
48
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Leaderboards on the Hub: 200 community-led benchmarks 

https://huggingface.co/spaces/OpenEvals/find-a-leaderboard
49
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Evaluation in practice
Knowing where we are going
Evaluations to follow this year

50
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AIME/Frontier Math

AIME - American Invitational Mathematics Examination
- High school level olympiad math problem solving
- Fully public, annually updated
- Max scores: ~30 to 40% (on 2025 and 2024 editions)

FrontierMath
- Expert level math problems, written by hand 

- novel + unpublished + verifiable/guessproof + verified
- Fully private, possible contamination of Open AI models
- Max scores: ~2% (25% for OpenAI o3)

51
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FrontierMath example

52
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SWE-Bench Verified/SWE-Arena

SWE-Bench
- Issue-pull request pairs from github: models have to generate code which 

solves the post PR behavior
- Verified subset: manually annotated
- Max scores: ~50%

SWE-Arena
- “Battle” of code model across languages and tasks
- Includes a sandbox
- Associated leaderboard not out yet

53
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SWE-Bench example
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GPQA/HLE

Google Proof graduate Question Answers
- PhD level knowledge questions in chemistry, physics, biology
- Public
- Max scores: ~70%

Humanity’s last exam
- Expert level knowledge questions across topics (sometimes require 

reasoning)
- Multimodal
- Max scores: ~10%

55
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Humanity’s last exam examples

56
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SciCode/DAB Step

SciCode
- Code generation problems to solve realistic scientific research problems, 

in Python
- Public
- Max scores: ~5% on the main problems

Data Agent Benchmark Step
- Data analysis problems on real life data requiring multistep problem 

solving
- Questions public, answers private
- Max scores: ~16% on the hard set, 73% on the easy set 

57
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SciCode example
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GAIA - General AI Assistant benchmark

- Questions requiring a combination of tool use, multistep reasoning, and 
multimodality to solve

- Questions public, answers private
- Max scores: ~40% for the level 3 questions

59
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GAIA examples
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ARC-AGI

- Puzzle like grid completion challenges requiring pattern 
matching/reasoning

- Private
- Max scores: ~53%

61
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Last thoughts
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Open thoughts & questions

- Evals are only interesting if they are hard - Saturation
- Rankings only hold as long as everyone plays fair - Contamination
- Comparing to humans make little sense - Baselines
- Making sure an eval is a good proxy for a capability is hard
- Are we looking in the correct direction? 
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- Synthetic evaluations
○ Custom use cases

- Shift in evaluations topics
○ Agentic 

- Performance evaluation focus
○ Inference cost
○ On device models
○ Environmental footprint

Trends to follow in 2025
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Questions
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OpenEvals team at 
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